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Abstract
Packet buffers in datacenter switches are shared across all the
switch ports in order to improve the overall throughput. The
trend of shrinking buffer sizes in datacenter switches makes
buffer sharing extremely challenging and a critical perfor-
mance issue. Literature suggests that push-out buffer sharing
algorithms have significantly better performance guarantees
compared to drop-tail algorithms. Unfortunately, switches are
unable to benefit from these algorithms due to lack of support
for push-out operations in hardware. Our key observation is
that drop-tail buffers can emulate push-out buffers if the future
packet arrivals are known ahead of time. This suggests that aug-
menting drop-tail algorithms with predictions about the future
arrivals has the potential to significantly improve performance.

This paper is the first research attempt in this direction. We
propose CREDENCE, a drop-tail buffer sharing algorithm aug-
mented with machine-learned predictions. CREDENCE can
unlock the performance only attainable by push-out algorithms
so far. Its performance hinges on the accuracy of predictions.
Specifically, CREDENCE achieves near-optimal performance
of the best known push-out algorithm LQD (Longest Queue
Drop) with perfect predictions, but gracefully degrades to the
performance of the simplest drop-tail algorithm Complete
Sharing when the prediction error gets arbitrarily worse. Our
evaluations show that CREDENCE improves throughput by
1.5x compared to traditional approaches. In terms of flow com-
pletion times, we show that CREDENCE improves upon the
state-of-the-art approaches by up to 95% using off-the-shelf
machine learning techniques that are also practical in today’s
hardware. We believe this work opens several interesting fu-
ture work opportunities both in systems and theory that we
discuss at the end of this paper.

1 Introduction
Datacenter switches come equipped with an on-chip packet
buffer that is shared across all the device ports in order to
improve the overall throughput and to reduce packet drops.
Unfortunately, buffers have become increasingly expensive
and chip-manufacturers are unable to scale up buffer sizes
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Figure 1: Augmenting drop-tail buffer sharing with ML
predictions has the potential to significantly improve
throughput compared to the best possible drop-tail algorithm
(without predictions), and unlock the performance that was
only attainable by push-out so far.

proportional to capacity increase [13]. As a result, the buffer
available per port per unit capacity of datacenter switches
has been gradually reducing over time. Worse yet, datacenter
traffic is bursty even at microsecond timescales [22, 57]. This
makes it challenging for a buffer sharing algorithm to max-
imize throughput. Recent measurement studies in large scale
datacenters point-out the need for improved buffer sharing
algorithms in order to reduce packet drops during congestion
events [22]. To this end, buffer sharing under shallow buffers
is an emerging critical problem in datacenters [1, 12].

The buffer sharing problem has been widely studied in the
literature from an online perspective [15] with the objective
to maximize throughput [9, 24, 26, 33, 34]. Traditional online
algorithms for buffer sharing can be classified into two types:
drop-tail e.g., Dynamic Thresholds (DT) [20], Harmonic [33],
ABM [1] and push-out e.g., Longest Queue Drop (LQD). The
performance gap of these algorithms compared to an offline
optimal (clairvoyant) algorithm can be expressed in terms of
the competitive ratio [15]. For instance, we say that an online
algorithm is 2-competitive if it performs at most 2x worse
compared to an offline optimal algorithm. Figure 1 illustrates



Algorithm Competitive Ratio
Complete Sharing [26] N+1

Dynamic Thresholds [20, 26] O(N)
Harmonic [33] ln(N)+2

LQD (push-out) [9, 26] 1.707
LateQD (clairvoyant) [14] 1

CREDENCE min(1.707 η, N)

Table 1: CREDENCE’s performance smoothly depends on
the prediction error (η). CREDENCE outperforms traditional
drop-tail buffer sharing algorithms and performs as good as
push-out when the predictions are perfect (η=1) but is also
never worse than Complete Sharing even when the predictions
are bad (η→∞). N denotes the number of ports.

the performance spectrum of drop-tail and push out buffer
sharing algorithms. In terms of throughput-competitiveness, it
is well-known that push-out algorithms perform significantly
better than drop-tail algorithms. In fact, no deterministic
drop-tail algorithm can perform better than a certain through-
put (a lower bound for competitive ratio), beyond which
only push-out algorithms exist (Figure 1). Table 1 presents
the competitive ratios of known algorithms. Interestingly,
LQD pushes out packets when the buffer is full, and it is
≈ 2-competitive whereas Complete Sharing drops packets
when the buffer is full, but it is N+1-competitive.

Intuitively, the poor throughput-competitiveness of
drop-tail buffers owes it to the fundamental challenge that
utilizing the buffer for some queues comes at the cost of
deprivation of buffer for others [1]. To this end, drop-tail
algorithms proactively drop packets i.e., packets are dropped
even when the buffer has remaining space [11, 20, 26, 28, 33].
On one hand, maintaining remaining buffer space is necessary
to serve future packet arrivals. On the other hand, maintaining
remaining buffer space could lead to under-utilization,
throughput loss and excessive packet drops. In contrast, the
superior throughput-competitiveness of push-out algorithms
owes it to their fundamental advantage to push out packets
instead of dropping them1. Hence, push-out algorithms can
utilize the entire buffer as needed and only push out packets
when multiple ports contend for buffer space. Although
push-out algorithms offer far superior performance guarantees
compared to drop-tail, hardly any datacenter switch supports
push-out operations for the on-chip shared buffer. This begs
the question: Are drop-tail buffer sharing algorithms ready
for the trend of shrinking buffer sizes?

Our key observation is that every push-out algorithm
can be converted to a drop-tail algorithm. However, such a
conversion requires certain (limited) visibility into the future
packet arrivals. Specifically, pushing out a packet is equivalent
to dropping the packet when it arrives. Recent advancements

1Push-out operation, similar to a drop operation, does not incur any
transmission delays, unlike extract-out [51].

in dataplane programmability and traffic predictions play a
pivotal role in providing such visibility into the future packet
arrivals [4, 17, 31, 37]: paving a way for better drop-tail buffer
sharing algorithms.

In this paper, we take the first step in this direction.
Figure 1 illustrates our perspective. We propose CREDENCE,
a drop-tail buffer sharing algorithm augmented with machine-
learned predictions. CREDENCE’s performance is tied to
the accuracy of these predictions. As the prediction error
decreases, CREDENCE unlocks the performance of push-out
algorithms and reaches the performance of the best-known
algorithm. Even when the prediction error grows arbitrarily
large, CREDENCE offers at least the performance of the
simplest drop-tail algorithm Complete Sharing. Table 1 gives
the competitive ratio of CREDENCE as a function of the
prediction error η. Importantly, CREDENCE’s performance
smoothly varies with the prediction error, generalizing the
performance space between the known push-out and drop-tail
algorithms. Hence, CREDENCE achieves the three goals of
prediction-augmented algorithms, in the literature referred
to as consistency, robustness and smoothness [42, 46].

In addition to the theoretical guarantees for CREDENCE’s
performance, our goal is also its practicality. Specifically,
without predictions, CREDENCE’s core logic only uses
additions, subtractions, and does not add additional complex-
ity compared to existing approaches. For predictions, we
currently use random forests, which have been recently shown
to be feasible on programmable switches at line rate [4, 17]. A
full implementation of CREDENCE in hardware unfortunately
requires switch vendor involvement since buffer sharing is
merely a blackbox even in programmable switches. With
this paper, we wish to gain attention from switch vendors
on the fundamental blocks required for such algorithms
to be deployed in the dataplane. We currently implement
CREDENCE in NS3 to evaluate its performance using realistic
datacenter workloads. We present a detailed discussion on the
practicality of CREDENCE later in this paper.

Our evaluations show that CREDENCE performs 1.5x better
in terms of throughput and up to 95% better in terms of flow
completion times, compared to alternative approaches.

We believe CREDENCE is a stepping stone towards further
improving buffer sharing algorithms. Especially, achieving
better performance than CREDENCE under large prediction
error remains an interesting open question. Our approach
of augmenting buffer sharing with predictions is not limited
to drop-tail algorithms, but push-out algorithms can also
benefit from predictions. We discuss exciting future research
directions both in systems and theory at the end of this paper.
In summary, our key contributions in this paper are:
■ CREDENCE, the first buffer sharing algorithm augmented

with predictions, achieving near-optimal performance with
perfect predictions while also guaranteeing performance
under arbitrarily large prediction error, and gradually
degrading the performance as the prediction error increases.



■ Extensive evaluations using realistic datacenter workloads,
showing that CREDENCE outperforms existing approaches
in terms of flow completion times.

■ All our artifacts have been made publicly available at
https://github.com/inet-tub/ns3-datacenter.

2 Motivation
In this section, we provide a brief background and motivate
our approach by highlighting the drawbacks of traditional ap-
proaches. We show the potential for reaching close-to-optimal
performance when buffer sharing algorithms are augmented
with machine-learned predictions. To this end, we first
describe our model and throughput competitiveness (§2.1).
We then discuss the drawbacks of existing approaches (§2.2).
We show that a renewed hope for improved buffer sharing is
enabled by the recent rise in algorithms with predictions (§2.3).

2.1 Buffer Sharing from Online Perspective
A network switch receives packets one after the other at each
of its ports. The switch does not know the packet arrivals
ahead of time. This makes buffer sharing inherently an online
problem i.e., algorithms must take instantaneous decisions
upon packet arrivals without the knowledge of the future. In
order to systematically understand the performance of such
algorithms, we take an online approach following the classical
model in the literature [9, 24, 26, 33, 34]. In this section, we
describe our model intuitively, and we refer to Appendix A
for formal definitions. Figure 2 illustrates the model.

Buffer model: We consider an output-queued switch with
N ports and a buffer size of B. Buffer is shared across all the
ports. A buffer sharing algorithm takes buffering decisions
that we describe next. We assume that time is discrete. At most
N packets can arrive in a single timeslot (since there are N
ports), and each port removes at most one packet in a timeslot.

Online algorithm: When a packet arrives, a buffer sharing
algorithm determines whether it should be accepted into the
available buffer space. Drop-tail algorithms can only accept
or discard incoming packets, while push-out algorithms can
also remove packets from the buffer.

Objective: The network throughput is of utmost importance
for datacenter operators since throughput often relates to the
cost in typical business models (e.g., $ per bandwidth usage).
We hence consider throughput as an objective function,
following the literature. Specifically, for any packet arrival
sequence, our objective is to maximize the total number of
transmitted packets. The throughput maximization objective
is closely related to packet drops minimization objective. In
this sense, our objective captures two important performance
metrics i.e., throughput and packet drops.

Competitive Ratio: We use competitive ratio as a measure to
compare the performance of an online algorithm to the optimal
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Figure 2: The switch has a buffer size of B shared across N
output ports. Each color indicates the packets residing in the
shared buffer corresponding to each port. A buffer sharing al-
gorithm takes decisions (accept or drop) for each input packet.

offline algorithm. Specifically, let ALG and OPT be an online
and optimal offline algorithm correspondingly. Let ALG(σ)
be the throughput of ALG for the packet arrival sequence σ.
We say an algorithm ALG is c-competitive if the following
relation holds for any packet arrival sequence.

OPT (σ)≤c·ALG(σ)

Competitive ratio is a particularly interesting metric for
buffer sharing since it offers performance guarantees without
any assumptions on specific traffic patterns. For example, the
buffer may face excessive packet drops or may temporarily ex-
perience throughput loss due to bursty traffic. One could argue
that the buffer sharing algorithm is the culprit and should have
allocated more buffer to the bursty traffic. While this may have
solved the problem for a particular bursty arrival, the same so-
lution could result in unexpected drops and throughput loss if
there were excessive bursty arrivals i.e., large bursts could mo-
nopolize the buffer. Instead, from an online perspective, better
competitive ratio indicates that the buffer sharing algorithm
performs close to optimal under any traffic conditions.

■ Takeaway. A buffer sharing algorithm with lower compet-
itive ratio improves the throughput of the switch and reduces
packet drops under worst-case packet arrival patterns.

2.2 Drawbacks of Traditional Approaches
We observe two main drawbacks of traditional buffer
sharing algorithms, both affecting the competitive ratio. First,
algorithms proactively and unnecessarily drop packets in view
of accommodating future packet arrivals. Second, algorithms
reactively drop packets when the buffer is full and incur
throughput loss, which could have been avoided. We argue that
these drawbacks are rather fundamental to drop-tail algorithms
and cannot be addressed by traditional online approaches.

Proactive unnecessary packet drops→ throughput loss: A
drop-tail buffer sharing algorithm typically drops packets even

https://github.com/inet-tub/ns3-datacenter
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Figure 3: Upon a large burst arrival, a typical drop-tail algorithm
(ALG) proactively drops the incoming packets in anticipation
of future bursts and significantly under-utilizes the buffer. In
this case, an optimal offline algorithm accepts the entire burst
without any packet drops.
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Figure 4: In pursuit of high burst absorption, a drop-tail
algorithm ALG may absorb bursts but this results in excessive
reactive drops for the future packet arrivals. In this case, an
optimal offline algorithm OPT drops few packets such that the
overall throughput is maximized.

if there is remaining buffer space available [1,11,20]. We refer
to such drops as proactive drops. Being proactive is indeed
necessary in order to accommodate transient bursts. However,
proactive packet drops and the corresponding remaining
buffer space ends up being wasteful if the future packet
arrivals do not need additional buffer space (if the anticipated
burst does not arrive). Figure 3a and Figure 3b illustrate an
example. Consider a traffic pattern where there is little to no
congestion on all the ports but once in a while, a large burst
appears. Specifically, the buffer is empty initially and a large
burst of size B appears. A deterministic drop-tail algorithm has
two choices: (i) accept a portion of the burst and proactively
drop the rest of the burst or (ii) accept the entire burst. Typical
algorithms in the literature choose the former in view of accom-
modating future packet arrivals. An optimal offline algorithm
that knows the arrivals ahead of time would accept the entire
burst of size B in this case. This makes an online algorithm at
least c-competitive for this particular arrival pattern, where 1

c
is the fraction of the burst accepted: since the optimal solution
accepts and transmits B packets over time, whereas an online
algorithm only accepts and transmits only B

c packets over time.
We observe that recent works focus on minimizing proactive
unnecessary packet drops by prioritizing bursty traffic to the
extent that they allow burst on a single port to monopolize the
buffer [1, 11, 28]. However, note that competitive ratio is not
defined for a particular arrival sequence, but over all scenarios.
To this end, accepting a larger burst size may be helpful in the
above example but if there were indeed future packet arrivals
on other ports that need buffer, the algorithm incurs excessive
reactive drops (described next) and throughput loss.

Reactive avoidable packet drops→ throughput loss: Any
drop-tail algorithm is forced to drop the incoming packets
once the shared buffer is full. We call such drops reactive
drops. Reactive drops result in throughput loss if the algorithm
fills up significant portion of the buffer on a small set of ports
but reactively drops incoming packets to other ports. Figure 4a
and Figure 4b illustrate an example. Consider that the buffer
is initially empty and four simultaneous bursts each of size

B arrive to four ports. If an algorithm proactively drops a
significant portion of the bursts, it would suffer under arrival
sequences such as in the previous example (Figure 3a). Alter-
natively, the algorithm may choose to accept a larger portion of
the bursts and ends up filling up the entire buffer in aggregate.
At this point, several short bursts arrive to multiple other ports.
An optimal offline algorithm accepts only a fraction of the
large bursts such that it is able to accommodate upcoming
short bursts. In doing so, the optimal algorithm benefits in
throughput since the switch transmits packets from more
number of ports. However, since the online algorithm fills up
the entire buffer due to the initial large bursts, it is forced to
reactively drop the upcoming short bursts, losing throughput.
In fact, a similar arrival pattern for Dynamic Thresholds yields
at least Ω

(√
N

log(N)

)
-competitiveness [26]. The known upper

bound for Dynamic Thresholds is O(N) [26]. Further, it has
been shown in the literature that no deterministic drop-tail
algorithm can be better than Ω

(
log(N)

log(log(N))

)
-competitive [33].

Interestingly, push-out algorithms are not prone to the
problems discussed above, since they can take revocable
decisions i.e., to accept a packet and drop it later. Hence,
push-out algorithms do not have to maintain free space in the
buffer in order to accommodate transient bursts. Instead, such
algorithms can defer the dropping decision until the moment
the drop turns out to be necessary.

■ Takeaway. Traditional drop-tail algorithms are fundamen-
tally limited in throughput-competitiveness as they are unable
to effectively navigate proactive and reactive drops due to the
online nature of the problem i.e., future packet arrivals are
unknown to the algorithm.

2.3 Predictions: A Hope for Competitiveness
Given that the fundamental barrier in improving drop-tail
buffer sharing algorithms is the lack of visibility into the
future arrivals, we turn towards predictions. The recent rise
of algorithms with predictions offers a renewed hope for
competitive buffer sharing. Algorithms with predictions



successfully enabled close to optimal performance for various
classic problems [46]. The core idea is to guide the underlying
online algorithm with certain knowledge about the future
obtained via predictions. The machine-learned oracle that
produces predictions is considered a blackbox with a certain
error. The main challenge is to offer performance guarantees
at the extremes i.e., close to optimal performance under perfect
predictions and a minimum performance guarantee when the
prediction error gets arbitrarily large. Further, it is desirable
that the competitiveness of the algorithm smoothly degrades
as the prediction error grows.

2.3.1 Prediction Model
In the context of the buffer sharing problem, there are several
prediction models that can be considered e.g., drops or packet
arrivals. In this paper, we assume that a blackbox machine-
learned oracle predicts packet drops. Our choice is due to the
fact that packet drops are the basic decisions made by an algo-
rithm. Concretely, we consider an oracle that predicts whether
an incoming packet would eventually be dropped (or pushed
out) by the Longest Queue Drop (LQD) algorithm serving
the same packet arrival sequence. We classify the predictions
into four types: (i) true positive i.e., a correct prediction that
a packet is eventually dropped by LQD, (ii) false negative i.e.,
an incorrect prediction that a packet is eventually transmitted
by LQD, (iii) false positive i.e., an incorrect prediction that
a packet is eventually dropped by LQD and (iv) true negative
i.e., a correct prediction that a packet is eventually transmitted
by LQD. Figure 5 summarizes this classification. Following
the literature [42, 46], our goals for prediction-augmented
buffer sharing are consistency, robustness and smoothness.

α-Consistent buffer sharing algorithm has a competitive
ratio α when the predictions are all true i.e., perfect predictions.

β-Robust buffer sharing algorithm has a competitive ratio β

when the predictions are all false i.e., large prediction error.

Smoothness is a desirable property such that the competitive
ratio degrades smoothly as the prediction error grows i.e.,
a small change in error does not drastically influence the
competitive ratio.

Our goal is to design a prediction-augmented buffer sharing
algorithm that is close to 1-consistent (with perfect predictions)
i.e., near-optimal, at most N-robust (with arbitrarily large
error) i.e., not worse than Complete Sharing algorithm, and
has the desirable property of smoothness.

2.3.2 Common Pitfalls
It is intuitive that predictions can potentially improve the per-
formance of a drop-tail algorithm. For instance, in the examples
from Figure 3 and Figure 4, our prediction-augmented online
algorithm could take nearly the same decisions as a push-out al-
gorithm. However, the main challenge is to ensure robustness
and smoothness. If an algorithm blindly trusts the predictions,
we observe that false positive and false negative predictions

Ground truth: Drop
    Prediction: Drop

Ground truth: Accept
    Prediction: Accept

Ground truth: Accept
 Prediction: Drop

Ground truth: Drop
       Prediction: Accept

True Positive

True Negative

False Negative
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Figure 5: Confusion matrix for our prediction model.

have a significantly different impact on the performance.
Excessive false positives can lead to starvation: The worst
case for a naive algorithm that blindly trusts predictions is
when all the predictions are false positives. In this case, the
algorithm ends up dropping every incoming packet. Blindly
trusting false predictions could lead to a competitive ratio
worse than the simplest drop-tail algorithm Complete Sharing
i.e., the competitive ratio becomes unbounded (∞-robust) if
the predictions are mostly false positives.

A single false negative can hurt throughput forever: A
naive algorithm that blindly relies on false negative predictions
is susceptible to adverse effects that propagate over time. Con-
sider a packet arrival sequence that hits only one queue initially
and consider that the predictions are all true negatives until the
queue length reaches B−1, where B is the total buffer size. At
this point, one more packet arrives and our prediction is a false
negative. As a result, our naive algorithm has a queue of size
B and the optimal algorithm has a queue of size B−1. Note
that all non-empty queues drain one packet after each timeslot.
From here on, in every timeslot, one packet (first) arrives to the
large queue and one packet (second) arrives to any other queue.
Also consider that all the predictions are true from now on.
The optimal algorithm accepts both first and second packet in
every timeslot. However, in every timeslot our naive approach
can only accept the first packet to the large queue and cannot
accept the second packet since the buffer is full. Notice that
relying on just one false negative resulted in cumulative drops
in this case even though all other predictions were true. In fact,
a tiny error such as just N number of false negatives even with
all other predictions being true could result in a competitive
ratio for a naive approach as worse as Complete Sharing.

■ Takeaway. Augmenting drop-tail algorithms with predic-
tions has the potential to unlock the optimal performance.
Ensuring performance guarantees with inaccurate predictions
remains a challenge.

3 Prediction-Augmented Buffer Sharing
Reflecting on our observations in §2, our goal is to design
a drop-tail buffer sharing algorithm that performs close
to optimal with perfect predictions but also provides a
minimum performance guarantee when the prediction error is



arbitrarily large. In essence, our aim is to enable performance
improvement in terms of throughput and packet drops in
datacenter switches. To this end, we first present an overview
of our algorithm (§3.1). We then present the workings of
CREDENCE (§3.2) and discuss its properties (§3.3). Finally,
we discuss the practicality of CREDENCE (§3.4).

3.1 Overview
In a nutshell, CREDENCE relies on predictions and follows
a push-out algorithm, reaching close to optimal performance
under perfect predictions. CREDENCE cleverly takes certain
decisions independent of the predictions in order to guarantee
a minimum performance. Further, CREDENCE’s competitive-
ness gradually degrades as prediction error grows (a property
known as smoothness [42]), hence the algorithm still performs
near-optimally when predictions are slightly inaccurate.
CREDENCE follows Longest Queue Drop algorithm: Our
design of CREDENCE consists of two key ingredients. First,
CREDENCE uses thresholds as a drop condition irrespective
of the predictions. CREDENCE treats thresholds as queue
lengths of LQD and updates the thresholds based on the
LQD algorithm (simply arithmetic) upon every packet arrival.
Second, CREDENCE relies on predictions as long as the queue
lengths satisfy the corresponding thresholds. The combination
of thresholds and predictions allows CREDENCE to closely
follow the Longest Queue Drop algorithm (LQD) without
requiring push-out operations2.
CREDENCE guarantees performance under extremities:
When all the predictions are perfectly accurate, CREDENCE
achieves a competitive ratio of 1.707 (consistency) due to the
straight-forward argument that the drops by CREDENCE and
LQD are equivalent for true predictions. In order to guarantee
a minimum performance even with arbitrarily large prediction
error (robustness), CREDENCE bypasses the threshold and
predictions as long as the longest queue is within B

N size.
Here, B is the buffer size and N is the number of ports. This
allows CREDENCE to be most N-competitive even under large
prediction error, similar to the Complete Sharing algorithm.
We prove our claim formally in Appendix C.
CREDENCE smoothly degrades with prediction error:
We design our error function in terms of the performance of
LQD and the predicted drops. We analyze the types of drops
incurred by CREDENCE due to false positive and false negative
predictions. This allows us to show that CREDENCE satisfies
the smoothness property i.e., the competitive ratio smoothly
degrades from 1.707 to N as the prediction error grows.

3.2 CREDENCE

We now present CREDENCE and explain how it operates.
Algorithm 1 presents the pseudocode of CREDENCE. Our
pseudocode is simplified to discrete time for ease of presenta-
tion and for simplicity of analysis. It can be trivially extended

2Recall that LQD is close to optimal with a competitive ratio of 1.707.

to continuous time, and our implementation incorporates it3.
Arrival: Upon a packet arrival, CREDENCE has three
important steps that are highlighted in Algorithm 1. First,
CREDENCE updates the threshold for the current queue
(highlighted in blue). Second, CREDENCE takes a decision
based on the thresholds and predictions whether or not to
accept the incoming packet (highlighted in yellow). Finally,
the packet is either accepted or dropped. We next describe each
of these steps in detail. Third, depending on the state of the
buffer, CREDENCE bypasses the thresholds and predictions
with a safeguard condition in order to accept or drop the
incoming packet (highlighted in green).
Thresholds: CREDENCE updates its thresholds based on the
longest queue drop algorithm. Specifically, upon a packet
arrival at time t to a queue i, CREDENCE increments the thresh-
old Ti(t) for queue i by the packet size. If upon arrival the sum
of thresholds Γ(t) is equal to the buffer size B, then CREDENCE
first decrements the longest queue threshold by packet size and
then increments the threshold for queue i by the packet size.
Note that upon a packet arrival to a queue, the corresponding
threshold is updated before accepting or dropping the packet.
Drop criterion: Similar to existing threshold-based algo-
rithms, CREDENCE also uses thresholds as a drop criterion.
CREDENCE compares the queue length qi(t) of a queue i
against its threshold Ti(t) and drops an incoming packet if
the queue length is larger than or equal to the corresponding
threshold. If and only if an incoming packet satisfies the thresh-
olds, then CREDENCE takes input from a machine-learned
oracle that predicts whether to accept or drop according to our
prediction model discussed in §2.3.1. Finally, based on the
thresholds and predictions, CREDENCE either accepts or drop
the incoming packet.
Safeguard: In order to bound CREDENCE’s competitiveness
under arbitrarily large prediction error, we bypass the above
drop criterion under certain cases. Specifically, when the
longest queue length is less than B

N , CREDENCE always accepts
a packet irrespective of the thresholds and predictions. This en-
sures that CREDENCE is at least N-competitive even with large
prediction error. Our safeguard is based on the observation that
even the push-out longest queue drop algorithm cannot push
out a packet from a queue less than B

N size since the longest
queue must be at least B

N size when the buffer is full. In essence,
CREDENCE circumvents the impact of large prediction error by
accepting packets until a certain amount of buffer is filled up.
Predictions: CREDENCE can be used with any ML oracle
that predicts whether to accept or drop a packet, according
to our prediction model (see §2.3.1). We do not rely on the
internal details of the oracle. However, certain choices of ML
oracles are better suited to operate within the limited resources
available in a switch hardware. We discuss further on our
choice of oracle later in §3.4.

3Our source code is available is at https://github.com/inet-tub/
ns3-datacenter.

https://github.com/inet-tub/ns3-datacenter
https://github.com/inet-tub/ns3-datacenter


Algorithm 1: CREDENCE

Input : Packet arrivals σ,
Drop predictions φ′(σ)

1 procedure ARRIVAL(σ(t)):
2 for each packet p∈σ(t) do
3 Let i be the destination queue for the packet p
4 UPDATETHRESHOLD(i,arrival)

5

▷ Guarantees N-competitiveness
Let j be the longest queue
if q j(t)< B

N then
qi(t)←qi(t)+1 ▷ Accept
Continue to next packet

6

▷ Enables 1.707 η-competitiveness
if qi(t)<Ti(t) then

if Q(t)<B then
drop = GETPREDICTION()
if drop then

▷ Drop
else

qi(t)←qi(t)+1 ▷ Accept
else

▷ Drop
7 procedure DEPARTURE(i):
8 if qi(t)>0 then
9 qi(t)←qi(t)−1 ▷ Drain one packet

10 UPDATETHRESHOLD(i,departure)
11 procedure UPDATETHRESHOLD(i, event):
12 if event = arrival then

13

▷ Thresholds are treated as LQD queue lengths
if Γ(t)=B then ▷ Sum of thresholds

Let Tj(t) be the highest threshold
Tj(t)←Tj(t)−1 ▷ Decrease
Ti(t)←Ti(t)+1 ▷ Increase

else
Ti(t)←Ti(t)+1 ▷ Increase
Γ(t)←Γ(t)+1

14 if event = departure then
15 if Ti(t)>0 then
16 Ti(t)←Ti(t)−1 ▷ Decrease
17 Γ(t)←Γ(t)−1

3.3 Properties of CREDENCE

CREDENCE offers attractive theoretical guarantees in terms
of competitive ratio. In this section, for simplicity, we refer
an offline optimal algorithm as OPT .

Although we have so far discussed the prediction error
more intuitively, it requires a quantitative measure in order
to analyze the performance of an algorithm relying on predic-
tions. There are two important considerations in defining a
suitable error function. First, following the literature, an error
function must be independent of the state and actions of our
algorithm, so that we can train a predictor without considering
all possible states of the algorithm [29]. Second, it is desirable

that the performance of our algorithm can be related to the
error function in an uncomplicated manner. Taking these into
consideration, we define our error function in Definition 1.
Our definition captures the prediction error in terms of the
performance of LQD (push-out) and the performance of an
algorithm FollowLQD. Here, FollowLQD (Algorithm 2 in
Appendix B) is a deterministic drop-tail algorithm (without
predictions) with thresholds similar to CREDENCE.

Definition 1 (Error function). Let LQD(σ) and FollowLQD(σ)
denote the total number of packets transmitted by the online
push-out algorithm LQD and the online drop-tail algorithm
FollowLQD over the arrival sequence σ. Let φ denote the
sequence indicating drop by LQD for each packet in the
arrival sequence σ. Let φ′ denote the sequence of drops
predicted by the machine-learned oracle. Let φ′T P, φ′FP, φ′T N ,
and φ′FN denote the sequence of true positive, false positive,
true negative and false negative predictions for the arrival
sequence σ. We define the error function η(φ,φ′) as follows:

η(φ,φ′)=
LQD(σ)

FollowLQD
(
σ−φ

′
T P−φ

′
FP

) (1)

Using Definition 1, we analyze the throughput of CRE-
DENCE over an entire packet arrival sequence σ based on the
predictions φ′. In fact, our error function is upper bounded by an
intuitive closed form expression, in terms of the number of true
and false predictions, as follows, that can be easily computed:4

η(φ,φ′)≤ φ′T N+φ′FP

φ
′
T N−min

(
(N−1)·φ′FN ,φ

′
T N

)
The upper bound of our error function indicates intuitively
that (i) the error decreases as the total number of true negative
predictions dominate the total false predictions, (ii) the error
increases with each false positive prediction and (iii) the
error increases with each false negative with a larger weight.
Lemma 1 states the relation between the throughput of
CREDENCE, throughput of LQD and the prediction error.

Lemma 1. The total number of packets transmitted by
CREDENCE for an arrival sequence σ, a drop sequence φ by
LQD and the predicted drop sequence φ′ is given by

CREDENCE(σ)≥ LQD(σ)

η(φ,φ′)︸ ︷︷ ︸
error

(2)

Equation 2 shows that the throughput of CREDENCE
reaches closer to (moves away from) LQD as the prediction
error becomes smaller (larger). We present a sketch of our
proof here. Our full proof appears in Appendix C. We begin
by analyzing the drops incurred by CREDENCE based on the
drop criterion described in §3.2. We argue that for every true
positive and false positive predictions, there is at most one

4We prove our upper bound in Theorem 2 (Appendix C).



drop by CREDENCE. All other drops incurred by CREDENCE
are due to the thresholds. Using these observations, we
show that CREDENCE transmits at least the number of
packets transmitted by FollowLQD over the arrival sequence
σ−φ′T P−φ′FP. This leads us to Equation 2.

Recall that CREDENCE bypasses the drop criterion and
accepts packets through a safeguard condition under certain
cases (see §3.2). Based on this, we obtain another bound
for the throughput of CREDENCE in Lemma 2, which is
independent of the prediction error.

Lemma 2. CREDENCE transmits at least 1
N times the number

of packets transmitted by an offline optimal algorithm OPT
i.e., CREDENCE(σ)≥ 1

N ·OPT (σ).
Lemma 2 shows that irrespective of the prediction error

(even under large error), CREDENCE can always transmit
at least 1

N fraction of the packets transmitted by an optimal
solution. Our proof of Lemma 2 is based on the fact that upon
a drop by CREDENCE, there is at least one queue with length
B
N (the safeguard condition). As a result, for every B packets
transmitted by OPT , there are at least B

N number of packets
transmitted by CREDENCE over the arrival sequence σ. This
leads us to the bound expressed in Lemma 2.

Finally, using the above two results, we prove the compet-
itive ratio of CREDENCE as a function of the prediction error.
CREDENCE’s competitive ratio satisfies the three desirable
properties: 2-consistent, N-robust and exhibits smoothness.

Theorem 1. The competitive ratio of CREDENCE grows
linearly from 1.707 to N based on the prediction error η(φ,φ′),
where N is the number of ports, φ is the drop sequence of LQD
and φ′ is the predicted sequence of drops i.e., the competitive
ratio is at most min(1.707 η(φ,φ′),N).

Our proof follows from Lemmas 1 and 2 (see Appendix C).
Theorem 1 essentially shows how CREDENCE’s competitive
ratio in terms of throughput improves from N to 1.707 as
the prediction error (Definition 1) decreases. Interestingly,
CREDENCE’s competitive ratio is independent of the buffer
size B i.e., CREDENCE is compatible for shallow buffers as
well as deep buffers. We note that our analysis compares
an algorithm against an optimal offline algorithm over a
fixed packet arrival sequence. This allows us to analyze
the competitive ratio via an error function defined over
the corresponding arrival sequence. However, real-world
traffic is responsive in nature due to congestion control and
packet retransmissions. Although we have used η as our error
function to express the competitiveness of CREDENCE, in our
evaluation (§4), we compare CREDENCE with state-of-the-art
approaches under realistic datacenter workloads and we also
present the quality of our predictions using more natural error
functions that are widely used for machine learning models.

3.4 Practicality of CREDENCE

CREDENCE’s algorithm itself is simple and close to com-
plexity of the longest queue drop (push-out). However,

the machine-learned oracle producing the predictions adds
additional complexity in order to deploy CREDENCE on
switches. Overall, there are three main parts of CREDENCE that
contribute to additional complexity in terms of memory and
computation: (i) finding the longest queue (and its threshold),
(ii) remembering thresholds and (iii) obtaining predictions.

Finding the longest queue (and its threshold): For every
packet arrival, CREDENCE requires finding the longest queue
for the safeguard condition described in §3.2. Additionally,
CREDENCE requires finding the largest threshold during the
threshold updates upon every packet arrival. The maximum
value search operation has a run-time complexity of O(N),
where N is the number of ports. Note that typical datacenter
switches have a relatively small number of ports e.g., 64 ports
in Broadcom Tomahawk4 [16]. Prior work in the context of
LQD proposes an approximation to further reduce the com-
plexity of finding the longest queue [52] to O(1). The average
case complexity can further be reduced by only maintaining
the list of queue lengths (and their thresholds) that are larger
than B

N . This is sufficient since the safeguard condition checks
whether the longest queue is less than B

N , which is the same as
checking that no queue is longer than B

N . Similarly, the largest
threshold search during the threshold updates is only triggered
when the buffer is full. In this case, the longest queue must be
at least B

N . Given that switches are becoming more and more
computationally capable, we believe that a basic function
such as finding the maximum value in a small list is feasible
to implement within the available resources.
Thresholds memory: In contrast to existing threshold-based
algorithms, CREDENCE’s thresholds depend on their previous
value i.e., thresholds must be remembered. As a result,
CREDENCE adds a small memory overhead of O(N) for
the thresholds. The threshold calculations are in fact much
simpler than existing schemes and do not add any further
computational complexity since CREDENCE only requires
adding and subtracting the threshold values by the packet size.
Predictions: Our prediction model (drop or accept) essentially
boils down to binary classification problem. To this end, nu-
merous ML techniques exist ranging from linear classifiers
to more advanced neural networks. In view of practicality,
we consider random forests as they are implementable in pro-
grammable hardware [4, 17, 31]. In order to reduce the predic-
tion latency,we also limit the number of trees and the maximum
depth of our trained random forest model. We find that, even a
model trained with a maximum depth of four, and as low as four
to eight trees achieves reasonable prediction error (precision≈
0.65). Further, to reduce the complexity of the model, we also
limit the number of features to four: queue length, total shared
buffer occupancy and their corresponding moving averages
(exponentially weighted) over one round-trip time (baseRTT).

The fundamental blocks required for CREDENCE are all
individually practical in today’s hardware. Unfortunately,
modifying the buffer sharing algorithm and integrating it
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Figure 6: Performance of CREDENCE across various loads of websearch workload and incast workload at a burst size 50% of
the buffer size, with DCTCP as the transport protocol. As the load increases, ABM penalizes long flows. DT and ABM are unable
to absorb bursts of size 50% of the buffer size. CREDENCE achieves superior burst absorption and does not penalize long flows.
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Figure 7: Performance of CREDENCE across various burst sizes of incast workload and websearch workload at 40% load, with
DCTCP as the transport protocol. At small burst sizes, DT and ABM achieve similar performance compared to CREDENCE but
as the burst size increases, CREDENCE outperforms DT and ABM in terms of FCTs for incast flows (burst absorption).

with predictions requires switch vendor support. Even in pro-
grammable switches, the traffic manager is merely a blackbox
that implements Dynamic Thresholds with a single parameter
exposed to the user [8, 10]. Given the superior performance of
CREDENCE (§4), we wish to gain attention from switch ven-
dors to discuss further on the implementation of CREDENCE.

4 Evaluation
We evaluate the performance of CREDENCE and compare it
against state-of-the-art buffer sharing algorithms in the context
of datacenter networks. Our evaluation aims at answering
three main questions:
(Q1) Does CREDENCE improve the burst absorption?
Our evaluation shows that CREDENCE significantly improves
the burst absorption capabilities of switches. We find that
CREDENCE improves the 95-percentile flow completion
times for incast flows by up to 95.4% compared to Dynamic
Thresholds (DT) and by up to 96.9% compared to ABM.
(Q2) Can CREDENCE improve the flow completion times for
short flows as well as long flows?
We find that CREDENCE performs similar to existing
approaches in terms of 95-percentile flow completion times
for short flows and improves upon ABM by up to 22%
correspondingly for long flows.
Q3 How does prediction error impact the performance of

CREDENCE in terms of flow completion times?
We increase the error of our prediction by artificially
flipping the predictions with a probability. As the probability
increases (error increases), we find that CREDENCE sustains
performance up to 0.01 probability and smoothly degrades
in performance beyond 0.01.

4.1 Setup
Our evaluation is based on packet-level simulations in
NS3 [44]. We embed a Python interpreter within NS3 using
pybind11 [47] in order to obtain predictions from a random
forest model trained with scikit-learn [49].
Topology: We consider a leaf-spine topology with 256 servers
organized into 4 spines and 16 leaves. Each link has a propa-
gation delay of 3µs leading to a round-trip-time of 25.2µs. The
capacity is set to 10Gbps for all the links leading to 4:1 over-
subscription similar to prior works [1, 3, 48]. All the switches
in our topology have 5.12KB buffer-per-port-per-Gbps similar
to Broadcom Tomahawk [16].
Workloads: We generate traffic using websearch [6] flow size
distribution that is based on measurements from real-world
datacenter workloads. We vary the load on the network in
the range 20-80%. We additionally generate traffic using
a synthetic incast workload similar to prior work [1]. Our
incast workload mimics the query-response behavior of a
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Figure 8: Performance of CREDENCE across various burst sizes of incast workload and websearch workload at 40% load, with
PowerTCP as the transport protocol. Even with advanced congestion control, DT and ABM only benefit in terms of FCTs for
long flows, but CREDENCE outperforms in terms of FCTs for incast flows (burst absorption) as well as FCTs for long flows.

distributed file storage system where each query results in
a bursty response from multiple servers. We set the query
request rate to 2 per second from each server, and we vary the
burst size in the range 10-100%5 of the switch buffer size. We
use DCTCP [6] and PowerTCP [3] as transport protocols.
Comparisons & metrics: We compare CREDENCE with
Dynamic Thresholds [20] (the default algorithm in datacenter
switches), ABM [1] and LQD (push-out). Hereafter, we refer
to Dynamic Thresholds as DT. We report four performance
metrics: 95-percentile flow completion times for short flows
(≤ 100KB), incast flows (incast workload), long flows
(≥1MB), and the 99-percentile shared buffer occupancy. We
present the CDFs of flow completion times in Appendix D.
Predictions: We collect packet-level traces from each
switch in our topology when using LQD (push-out) as the
buffer sharing algorithm. Each trace consists of five values
corresponding to each packet arrival: (i) queue length, (ii)
average queue length, (iii) shared buffer occupancy, (iv)
average shared buffer occupancy and (v) accept (or drop). We
train a random forest classifier using queue length and shared
buffer occupancy as features and the model predicts packet
drops. We set the maximum depth for each tree to 4 in view
of practicality. At a train-test split 0.6 of our LQD trace, based
on our parameter sweep across the number of trees used for
our classifier (Figure 15 in Appendix D), we set the number of
trees to 4. We observe that the quality of our predictions does
not improve significantly beyond four trees in our datasets.
This gives us an accuracy of 0.99, error score 1

η
0.996 (inverse

of our error function based on Definition 1), precision of 0.65,
recall of 0.35 and F1 score of 0.45. We defer the definitions
of these prediction scores to Appendix C as they are standard
in the literature. We train our model with an LQD trace

5We note that if the burst size exceeds the buffer size (> 100%), then
no buffer sharing algorithm can prevent excessive packet drops. As such,
controlling and mitigating the extent of incast scenarios can be better
addressed by congestion control and scheduling techniques.

6The high values of accuracy and our error score 1
η

are attributed to the
dataset being skewed i.e., congestion is not persistent.

corresponding to websearch workload at 80% load, and a burst
size of 75% buffer size for the incast workload, using DCTCP
as the transport protocol. We use the same trained model in all
our evaluations. We ensure that our test scenarios are different
from the training dataset by using different random seeds in
addition to different traffic conditions (different loads and
different burst sizes) in each experiment in our evaluation.
Configuration: CREDENCE is parameter-less, and it takes
input from an oracle (described above) that predicts packet
drops. We set α = 0.5 for DT and ABM similar to prior
work [1]. ABM uses α= 64 for all the packets which arrive
during the first round-trip-time [1]. We configure DCTCP
according to [6] and PowerTCP according to [3].

4.2 Results
CREDENCE significantly improves burst absorption: In
Figure 6a, using DCTCP as the transport protocol, we generate
websearch traffic across various loads in the range 20-80%
and generate incast traffic with a burst size of 50% buffer size.
We observe that CREDENCE performs close to the optimal
performance of LQD. CREDENCE improves the 95-percentile
flow complete times for incast flows by 95.50% compared
to DT, and by 95.53% compared to ABM. In Figure 7a, we
set the load of websearch traffic at 40% and vary the burst
size for incast workload in the range 10-100% buffer size.
CREDENCE performs similar to DT and ABM for small burst
sizes. As the burst size increases, CREDENCE improves the
95-percentile flow completion times for incast workload by
95% on average compared to DT, and by 96.92% on average
compared to ABM. In Figure 8a, even when using PowerTCP
as the transport protocol, we see that CREDENCE improves
the 95-percentile flow completion times for incast flow
by 93.27% on average compared to DT and by 93.36% on
average compared to ABM. In terms of burst absorption, both
DT and ABM are drop-tail algorithms, hence they face the
drawbacks discussed in §2.2. CREDENCE relies on predictions
and unlocks the performance of LQD (push-out) as shown by
our results in Figure 6a and Figure 7a.
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Figure 9: ABM is sensitive to RTT and performs significantly worse compared to CREDENCE at low RTTs. At high RTTs, ABM
performs similar to CREDENCE.
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Figure 10: Even though the predictions from our random forest classifier are intentionally flipped (to increase error), CREDENCE
performs close to LQD up to 0.005 flipping probability but smoothly diverges from LQD at 0.01 flipping probability.

CREDENCE improves long flows FCTs: CREDENCE not
only improves the burst absorption but also improves the flow
completion times for long flows. In Figure 6c, at 50% burst
size for incast workload and across various loads of websearch
workload, we observe that CREDENCE performs similar to DT
in terms of 95-percentile flow completion times for long flows
and improves upon ABM on average by 28.49%. At 80% load,
CREDENCE improves upon ABM by 49.34%. Across various
burst sizes, and at 40% load of websearch workload, we
observe from Figure 7c that CREDENCE improves upon ABM
by up to 22.02% and by 12.02% on average. With PowerTCP
as the transport protocol (Figure 8c), CREDENCE improves
the 95-percentile flow completion times for long flows by
3.31% on average compared to DT and by 17.35% compared
to ABM. At a burst size of 100% buffer size, CREDENCE
improves the flow completion times by 5.49% compared
to DT and by 24.09% compared to ABM. As described
in §2.2, drop-tail algorithms such as DT and ABM cannot
effectively navigate proactive and reactive drops, resulting
in throughput loss i.e., high flow completion times for long
flows. In contrast, predictions guide CREDENCE to effectively
navigate proactive and reactive drops. This allows CREDENCE
to achieve better flow completion times even for long flows.

CREDENCE does not waste buffer resources: In anticipation
of future burst arrivals, both DT and ABM buffer resources. We

show the 99.99-percentile buffer occupancies7 in Figure 6d for
various loads of websearch workload and at a burst size of 50%
buffer size for incast workload. We observe that, DT (ABM)
utilizes 3.77% (18.68%) lower buffer space on average com-
pared to CREDENCE, at the cost of increased flow completion
times even for long flows. Even as the burst size increases (Fig-
ure 7d), DT and ABM are unable to efficiently utilize the buffer
space. In contrast, CREDENCE efficiently utilizes the available
buffer space as the burst size increases, improving burst absorp-
tion without sacrificing flow completion times for long flows.

ABM is sensitive to RTT: Although ABM is expected to
outperform DT, our evaluation results especially in terms
of flow completion times for incast flows contradict the
results presented in [1]. We ran several simulations varying
all the parameters in our setup in order to better understand
the performance of ABM. We found that ABM is in fact
sensitive to round-trip-time (RTT). We vary the base RTT
of our topology in Figure 9 and compare CREDENCE with
ABM. At high RTTs, we observe that ABM performs close to
CREDENCE, but degrades in performance as RTT decreases.
Specifically, at 8µs RTT, ABM performs 97.73% worse
compared to CREDENCE in terms of flow completion times for
incast flows. Although ABM achieves on-par flow completion

7DT, ABM and CREDENCE have similar tail occupancies (100-percentile)
that occurs at rare congestion events in our simulations.



times for short flows, we observe that ABM degrades in flow
completion times for long times as well as under-utilizes the
buffer as RTT decreases. The poor performance of ABM at
low RTTs is due to the fact that ABM prioritizes the first RTT
packets and considers the rest of the traffic as steady-state
traffic. However, it is not uncommon that datacenter switches
experience bursts for several RTTs [22]. Further, congestion
control algorithms require multiples RTTs to converge to
steady-state. In contrast, CREDENCE is parameter-less and
does not make such assumptions. CREDENCE performs
significantly better than existing approaches even with an
off-the-shelf machine-learned predictor with a simple model.

CREDENCE gradually degrades with prediction error:
Our random forest classifier that we used in our evaluations
so far, has a precision close to 0.65. In order to evaluate the
performance of CREDENCE with even worse prediction error,
we artificially introduce error by flipping every prediction
obtained from our random forest classifier with a certain
probability. We consider LQD (push-out) as a baseline since
CREDENCE is expected to perform close to LQD and degrade
as the prediction error grows large. Figure 10 presents our
evaluation results, under websearch workload at 40% and
burst size 50% of the buffer size for incast workload. At
0.001 flipping probability, CREDENCE performs close to
LQD. However, at 0.01 flipping probability CREDENCE starts
to diverge8 from LQD and gets significantly worse at 0.1
flipping probability. Figure 10 gives practical insights into
smoothness of CREDENCE in addition to our analysis.

5 Related Work
The buffer sharing problem has been widely studied for
many decades. Research works in the literature range from
push-out as well as drop-tail algorithms tailored for ATM
networks [19,20,35,52,54] to more recent drop-tail algorithms
tailored for datacenter networks [1, 2, 8, 11, 28, 50]. While
we focus on the buffer sharing problem in this paper, several
related but orthogonal approaches also tackle buffer problems
in datacenter networks e.g., end-to-end congestion con-
trol [3, 6, 18, 25, 36, 38], AQM [21, 43, 45], scheduling [7, 27],
packet deflection [56] and load-balancing [5, 23, 32]. These
approaches aim at reducing congestion events and the
overall buffer requirements, but they cannot fundamentally
address buffer contention across multiple switch ports sharing
the same buffer. Research on algorithms with predictions
for various problems has recently been an active field of
research [30, 39--42, 46] but ours is the first approach tackling
the buffer sharing problem with predictions. Ongoing research
efforts show the feasibility of deploying machine-learned
predictions in the network data plane [4, 17, 31, 55].

8The extent of divergence in FCT slowdown relates to minRTO (set to 10
ms) due to packet drops that result in timeouts, and is not explicitly bounded
by O(N) similar to throughput. Yet, incast and short flows can be protected
by incorporating packet priorities (discussed in §6).

6 Future Research Directions
CREDENCE is the first approach showing the performance ben-
efits and guarantees by augmenting buffer sharing algorithms
with predictions. This work barely scratches the surface and
leaves intriguing open questions: (i) practically training the
prediction oracle in the real-world, (ii) accounting for packet
priorities in taking buffering decisions, (iii) integrating pre-
dictions with buffer sharing in hardware. We believe that this
paper opens several interesting avenues for future work both
in systems and theory. In this section, we discuss some of the
future work directions to push approaches such as CREDENCE
to be deployed in the real-world (§6.1), as well as to improve
the performance guarantees offered by such approaches (§6.2).

6.1 Systems for In-Network Predictions
In this paper, we show how predictions can improve the
performance of drop-tail buffer sharing. Many interesting
systems research questions remain in order to integrate buffer
sharing and predictions in the network data plane.
Training the model: Training a prediction oracle based
on the model described in §2.3.1 involves collecting the
buffering decisions (ground truth) of Longest Queue Drop
algorithm (LQD), i.e., push-out, along with a set of features
e.g., queue lengths, overall buffer occupancy. We envision two
approaches to collect the training data in practice. First, similar
to our approach in §4, the training data can be obtained from
packet-level simulations that implement LQD on the switches.
While this approach is simple, it has the limitation that the
training data does not necessarily reflect real-world traffic
arrivals and the corresponding buffering decisions of LQD.
However, simulation-based training data could still be suitable
for traffic patterns of a datacenter that can be explicitly mod-
eled e.g., collective communications in GPU clusters [53, 58].
Second, the buffering decisions of the LQD algorithm can be
exported by each switch in a real-world datacenter. This can
be achieved by implementing LQD virtually without taking
any buffering decisions on packets, along side any underlying
buffer sharing algorithm i.e., maintaining per-queue counters
that are incremented and decremented upon packet arrival,
departure and drop (virtually based on LQD) events, similar
to CREDENCE’s thresholds. Any feature values exported must
also correspond to these counter values. Exporting LQD’s
events even in a coarse-grained manner would suffice if the
trace is sufficiently large. We believe that future work on
implementing a virtual LQD (CREDENCE’s thresholds) in
hardware would not only strengthen CREDENCE’s practicality
but also improves the accuracy of the trained model, thereby
also improving the performance. For simplicity, our random
forest model in § 4 uses only four features, yet exploring the
tradeoff between prediction error and model complexity in
terms of space and time would be valuable. Further, the trained
model must be simple enough that fits within the resources
available in the data plane. Developing such trained models
is an important step forward.



Deploying the model: Recent works propose practical
implementations for in-network machine-learning models e.g.,
in the context of traffic classification [17]. P4 implementation
of a model that predicts drops would enhance not only the prac-
ticality but also stimulate further research to design algorithms
with performance guarantees better than CREDENCE.
Alternative predictions: As mentioned in §2.3, there are
several different prediction models that can be considered for
the buffer sharing problem. For instance, instead of predicting
the drops, an oracle could predict packet arrivals just for a
tiny window of the near future. Alternatively, techniques
such as online reinforcement learning can be adopted,
where rewards are based on how closely the queue lengths
track their thresholds9. Systems research on studying the
practicality and deployability of different prediction models is
a valuable future direction that would better guide the design
of algorithms with predictions for the buffer sharing problem.
Understanding push-out complexity: While push-out
algorithms raised much interest initially, over the last years,
research on this approach has been less active. We believe
this is partly due to the lack of support from switch vendors.
It is an open question how the complexity of obtaining drop
predictions and the complexity of push-out fare against each
other. Although we focused on augmenting drop-tail algo-
rithms with predictions, we believe that our approach of using
predictions has much potential also in other types of buffer
algorithms. While switch vendors may be better informed
about the complexity of push-out buffers, an understanding
of this complexity in the scientific community is much needed
in order to navigate the complexity vs performance spectrum.

6.2 Theory for Performance Guarantees
We believe the performance guarantees offered by CREDENCE
can be improved in the future. Further, considering packet
priorities and traffic classes in the competitive analysis is an
open question.
Improving consistency and robustness: An open question
is whether an algorithm could be designed to improve the
competitive ratio under perfect predictions (consistency) better
than 1.707, while also improving the ratio under large error
(robustness) better than N. Further research in this direction
would enable a better understanding whether a consistency-
robustness tradeoff exists for the buffer sharing problem.
Competitive analysis with packet priorities: Literature in
theory considers that all packets are of the same priority in the
context of competitive analysis. One of the current limitations
of CREDENCE is its obliviousness to packet priorities. It is
well-known that preferential treatment of packets has various
performance benefits, especially in terms of flow completion
times when short flow packets are prioritized. The perfor-
mance degradation of CREDENCE for short flows and incast

9CREDENCE’s thresholds are equivalent to LQD’s (push-out) queue
lengths for the same packet arrivals (see §3.2).

flows (Figure 10a, 10b) can potentially be shielded from pre-
diction errors by employing packet priorities. We believe that
defining throughput (objective function) as the weighted sum
of the number of transmitted packets of different priorities
would enable the design of online algorithms that prioritize
higher-priority packets, e.g., bursts or short flows, in order
to be competitive. For instance, throughput can be defined as
∑αp ·np, where αp is the relative importance of a priority p and
np is the number of transmitted packets of priority p by a buffer
sharing algorithm. To this end, developing analysis techniques
for such a setup is an interesting future research direction.

7 Conclusion
We presented CREDENCE, the first buffer sharing algorithm
augmented with predictions that not only reaches close to
optimal performance given low prediction error but also
guarantees performance with arbitrarily large prediction error,
while maintaining smoothness. We analytically proved our
claims and our evaluations show the superior performance
of CREDENCE even with an off-the-shelf machine-learned
predictor, compared to the state-of-the-art buffer sharing
algorithms. The building blocks required for CREDENCE are
all individually practical in today’s hardware. In future, we
plan to pursue switch vendors to further discuss the integration
of predictions with buffer sharing algorithm in hardware.
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A Model and Definitions
We consider a network switch equipped with an on-chip buffer
size of B units shared by N ports. We mainly follow the widely
used model in the literature [9, 26, 33]. Time is discrete, and
we refer to each step as timeslot. Packets (each of size unit 1)
arrive in an online manner as time progresses. Each timeslot
is divided into two phases, arrival phase and departure phase.
During each arrival phase, at most N number of packets (in
aggregate) arrive destined to N ports. During each departure
phase, every queue drains out one packet unless the queue is
empty. A buffer sharing algorithm manages the shared buffer
allocation across the N ports. We next define preemptive
(push-out) and non-preemptive (drop-tail) buffer sharing.

Definition 2 (Preemptive buffer sharing). During every
arrival phase, the buffer sharing algorithm is allowed to
preempt i.e., drop any number of existing packets in the buffer.

Definition 3 (Non-preemptive buffer sharing). During every
arrival phase, the buffer sharing algorithm is only allowed
to accept or drop the incoming packet. Every accepted packet
must eventually be drained out from the corresponding queue.

We denote by σ(t) = (σi(t),σi(t), ...,σN(t)), an N-tuple,
where σi(t) denotes the number of packets arriving at time
t to queue i. We study the performance of a buffer sharing
algorithm in terms of throughput i.e., our objective is to
maximize the total number of packets transmitted over the
entire arrival sequence. We compare the performance of
our online algorithms against an offline optimal algorithm,
which has access to the entire arrival sequence at t=0 and has
infinite computational capacity.

Definition 4 (Competitive ratio). Let ALG be an online
algorithm and OPT be an offline optimal algorithm for the
buffer sharing problem. Let ALG(σ) and OPT(σ) be the total
number of packets transmitted by ALG and OPT for the arrival
sequence σ. We say ALG is c-competitive if it satisfies the
following condition for any arrival sequence σ.

OPT (σ)≤c·ALG(σ) (3)
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Algorithm 2: FollowLQD
Input : σ(t)

1 procedure ARRIVAL(σ(t)):
2 for each packet p∈σ(t) do
3 Let i be the destination queue for the packet p
4 UPDATETHRESHOLD(i, arrival)
5 if qi(t)<Ti(t) then
6 if Q(t)<B then
7 qi(t)←qi(t)+1 ▷ accept
8 else
9 ▷ Drop

10 procedure DEPARTURE(i):
11 if qi(t)>0 then
12 qi(t)←qi(t)−1 ▷ Drain one packet
13 UPDATETHRESHOLD(i, departure)
14 function UPDATETHRESHOLD(i,event):
15 if event = arrival then
16 if Γ(t)=B then ▷ Sum of thresholds
17 Let Tj(t) be the largest threshold
18 Tj(t)←Tj(t)−1 ▷ Decrease
19 Ti(t)←Ti(t)+1 ▷ Increase
20 else
21 Ti(t)←Ti(t)+1 ▷ Increase
22 Γ(t)←Γ(t)+1
23 if event = departure then
24 if Ti(t)>0 then
25 Ti(t)←Ti(t)−1 ▷ Decrease
26 Γ(t)←Γ(t)−1

B FollowLQD: A Deterministic Algorithm
In this section we propose a new online deterministic
algorithm FollowLQD in the non-preemptive case which is
a non-predictive building block of CREDENCE. Intuitively,
FollowLQD simply follows the Longest Queue Drop (LQD)
queues in the preemptive model. In particular, FollowLQD
maintains a threshold Ti(t) for each queue at time t. The
thresholds are updated for every packet arrival and departure
according to LQD in the preemptive model. We present
the pseudocode for FollowLQD in Algorithm 2. While
FollowLQD tries to follow LQD queue lengths by accepting
packets as long as the queue lengths are smaller than the
thresholds, it may happen that FollowLQD queues are larger
than their thresholds. This is since FollowLQD cannot preempt
(remove) existing packets in the buffer whereas LQD can pre-
empt and correspondingly the thresholds may drop below the
queue lengths. FollowLQD simply drops an incoming packet
if it finds that the corresponding queue exceeds its threshold.

Although LQD is known to be 1.707-competitive, we show
that FollowLQD is still at least N+1

2 -competitive. We present
our lower bound based on a simple arrival sequence.

Observation 1. FollowLQD is at least N+1
2 -competitive.

Proof. We construct an arrival sequence such that for every

two packets transmitted by FollowLQD, the offline optimal
algorithm OPT transmits N+1 packets. Consider that all the
queues are empty at time t = 0. We then burst packets to a
single queue say i until its queue length reaches B. Note that
this is possible since the threshold for queue i that follows the
corresponding LQD queue also grows up to B. At the end of
the departure phase, FollowLQD transmits one packet and the
queue length becomes B−1. At this point, we send N packets,
one packet to each of the N queues. The thresholds are updated
based on LQD, which has the following actions: (i) preempt
N − 1 packets from queue i and (ii) accept all N packets to
N queues. Correspondingly, the threshold for queue i of Fol-
lowLQD drops to B−N + 1 but it still has B− 1 packets in
queue i. As a result, it can only accept one packet out of the
N incoming packets. At the end of the departure phase during
this timeslot, FollowLQD has B−1 packets in queue i and has
transmitted 1 packet in total. In the next timeslot, we send N
packets to the queue i so that LQD’s queue i now gets back to
size B again. As the threshold is larger than the queue length
(B−1), FollowLQD accepts 1 packet. At the end of the depar-
ture phase, FollowLQD transmits 1 packet from the queue i.
Overall, FollowLQD transmitted 2 packets but OPT transmit-
ted N+1 packets. We then repeat the sequence such that for
every N+1 packets transmitted by OPT, FollowLQD transmits
2 packets. The competitive ratio is then at least N+1

2 .

C Buffer Sharing Algorithms with Predictions

In this section, we introduce our model for buffer sharing
where there exists an oracle that predicts packet drop (or
accept) for each packet in the arrival sequence σ, according
to the prediction model introduced in §2.3.1. We denote the
drop sequence of LQD for the arrival sequence σ by φ(σ), and
the predicted drop sequence by φ′(σ). We classify prediction
for each packet in to four types: true positive, false positive,
true negative and false negative (see Figure 5. We denote the
sequence of true positive predictions by φ′T P(σ), false positive
predictions by φ′FP(σ), true negative predictions by φ′T N(σ)
and false negative predictions by φ′T P(σ). We drop σ in our
notations when the context is clear.

Hereafter, we mainly compare our online non-preemptive
algorithm with predictions against online LQD (preemptive).
We define the error made by the oracle by the following error
function.

Definition 1 (Error function). Let LQD(σ) and FollowLQD(σ)
denote the total number of packets transmitted by the online
push-out algorithm LQD and the online drop-tail algorithm
FollowLQD over the arrival sequence σ. Let φ denote the
sequence indicating drop by LQD for each packet in the
arrival sequence σ. Let φ′ denote the sequence of drops
predicted by the machine-learned oracle. Let φ′T P, φ′FP, φ′T N ,
and φ′FN denote the sequence of true positive, false positive,
true negative and false negative predictions for the arrival
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Figure 11: CDF of flow completion times (slowdown) for CREDENCE, DT, ABM and LQD across various burst sizes of incast
workload and websearch workload at 40% load, with DCTCP as the transport protocol. Burst size is expressed as a percentage
of the buffer size.

sequence σ. We define the error function η(φ,φ′) as follows:

η(φ,φ′)=
LQD(σ)

FollowLQD
(
σ−φ

′
T P−φ

′
FP

) (1)

We now analyze CREDENCE that relies on drop predictions
φ′ and takes decisions in pursuit of following LQD more accu-
rately. Algorithm 1 presents the pseudocode for our algorithm.

In essence, perfect predictions allows us to perfectly follow
LQD queues, essentially transmitting as many packets as
LQD. However, we are also concerned about the performance
of the algorithm when the oracle makes mispredictions. In the
following, we study the competitive ratio of CREDENCE as the
error grows. We obtain the competitive ratio as a function of
the error η: we show that CREDENCE is 1-competitive against
LQD with perfect predictions but at most N-competitive when
the error is arbitrarily large.

Theorem 1. The competitive ratio of CREDENCE grows
linearly from 1.707 to N based on the prediction error η(φ,φ′),
where N is the number of ports, φ is the drop sequence of LQD
and φ′ is the predicted sequence of drops i.e., the competitive
ratio is at most min(1.707 η(φ,φ′),N).

Lemma 1. The total number of packets transmitted by
CREDENCE for an arrival sequence σ, a drop sequence φ by
LQD and the predicted drop sequence φ′ is given by

CREDENCE(σ)≥ LQD(σ)

η(φ,φ′)︸ ︷︷ ︸
error

(2)

Proof. For simplicity, we refer to CREDENCE as ALG in the
following. We prove our claim by analyzing the drops of ALG
and relating the transmitted packets by ALG(σ) to LQD(σ′).
Every drop of ALG arises from three types of situations. First,
ALG can drop a packet due to the thresholds. Note that the
thresholds used by ALG correspond to the queue lengths of
preemptive LQD over the same arrival sequence σ. As a
result, both ALG and FollowLQD algorithm have the same
thresholds at any time instance. Second, ALG drops a packet if
the prediction is either true positive or false positive if and only
if the queue length satisfies the corresponding thresholds. This
type of drops are at most the total number of true positive and
false positive predictions. Third, ALG drops a packet when
the buffer is full which is the same condition for FollowLQD.
In essence, ALG drops at most all the positive predictions and
drops at most the number of packets dropped by FollowLQD
serving the arrival sequence σ− φ′T P − φ′FP i.e., the arrival
sequence in which all the packets predicted as positive are
removed from σ. In order to prove our main claim, it remains
to argue that the extra packets accepted by ALG due to the
safeguard condition do not result in additional drops compared
to FollowLQD with the arrival sequence σ−φ′T P−φ′FP. For
every packet that fails to satisfy the threshold but gets accepted
due to the safeguard condition by ALG, could cause at most
one extra drop due to the thresholds before the buffer full
again compared to FollowLQD. This is since, if FollowLQD
accepts a packet, then its queue length is certainly less that
the corresponding threshold (that is same for ALG). However,
the queue length of ALG may have some extra packets that are
accepted due to the safeguard condition. As a result, each such
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Figure 12: CDF of flow completion times (slowdown) for CREDENCE, DT, ABM and LQD across various loads of websearch
workload and incast workload at a burst size 50% of the buffer size, with DCTCP as the transport protocol.

extra packet (dropped by FollowLQD) contributes to at most
one drop compared compared to FollowLQD and the trans-
mitted packets remains equivalent. Further, by the time the
buffer is full in ALG, all the extra packets accepted due to the
safeguard condition would have been drained out of the buffer.
This is due to the fact that any such extra packet is at a queue
length of at most B

N (the safeguard condition) that drains out be-
fore the buffer fills up i.e., it takes at least B

N timeslots to fill the
buffer (only N packets can arrive in each timeslot). As a result,
ALG transmits at least the total number of packets transmitted
by FollowLQD over the arrival sequence σ−φ′T P−φ′FP i.e.,

ALG(σ)≥FollowLQD(σ−φ
′
T P−φ

′
FP)

Using Definition 1, we express FollowLQD in terms of LQD
and the error function η(φ,φ′), and obtain Equation 2.

Lemma 2. CREDENCE transmits at least 1
N times the number

of packets transmitted by an offline optimal algorithm OPT
i.e., CREDENCE(σ)≥ 1

N ·OPT (σ).

Proof. Irrespective of the predictions, CREDENCE always
accepts an incoming packet if the longest queue is less than
or equal to B

N . When CREDENCE drops a packet, there is at
least one queue that has at least B

N number of packets. Hence,
every packet in OPT can be matched to at least B

N number of
packets. Consequently, the competitive ratio is at most N.

We are now ready to prove our main claim (Theorem 1)
using the above results.

Proof of Theorem 1. From Definition 4, in order to prove
the competitive ratio of our CREDENCE, we are mainly

concerned with the upper bound of OPT (σ)
CREDENCE(σ) for any

arrival sequence σ. Since OPT (σ)
LQD(σ) ≤ 1.707 is known from

literature [9, 26], we use this result to compare CREDENCE
and LQD in order to argue about the competitive ratio i.e,

OPT (σ)
CREDENCE(σ) ≤ 1.707 · LQD(σ)

CREDENCE(σ) for any request sequence
σ. From Lemma 1, we have the following:

LQD(σ)

CREDENCE(σ)
≤η(φ,φ′)

From Lemma 2, irrespective of the predicted sequence,we have
that OPT (σ)

CREDENCE(σ) ≤ N. Finally, since OPT (σ)
CREDENCE(σ) ≤ 1.707 ·

LQD(σ)
CREDENCE(σ) , the competitive ratio of CREDENCE is given by:

OPT (σ)
CREDENCE(σ)

≤min
(
1.707 η(φ,φ′), N

)
The proof follows by Definition 4.

Theorem 2. Let φ′ denote the sequence of drops predicted
by the machine-learned oracle. Let φ′T P, φ′FP, φ′T N , and
φ′FN denote the sequence of true positive, false positive,
true negative and false negative predictions for the arrival
sequence σ. The error function η(φ,φ′) (Definition 1) is upper
upper bounded as follows:

η(φ,φ′)≤ φ′T N+φ′FP

φ
′
T N−min

(
(N−1)·φ′FN ,φ

′
T N

)
Proof. Our proof is based on two arguments: (i)
LQD(σ)=φ′T N +φ′FP and (ii) FollowLQD(σ−φ′T P−φ′FP)≥
φ′T N−min

(
(N−1)·φ′FN ,φ

′
T N

)
.
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Figure 13: CDF of flow completion times (slowdown) for CREDENCE, DT, ABM and LQD across various burst sizes of incast
workload and websearch workload at 40% load, with PowerTCP as the transport protocol. Burst size is expressed as a percentage
of the buffer size.

First, LQD(σ) is the total number of transmitted packets by
LQD. Recall that the ground-truth (transmitted by LQD) for
a prediction is an accept if and only if the prediction is either
true negative or a false positive. Hence, the total number of
packets transmitted by LQD i.e., LQD(σ) is the sum of true
negative predictions and the false positive predictions.

Second, FollowLQD(σ − φ′T P − φ′FP) transmits at
least φ′T N + φ′FN − Y , where Y is the total number of
drops caused by false negative predictions. Note that
σ = φ′T N +φ′FN +φ′FP +φ′T P. The proof follows by showing
that each false negative results in at most N extra drops due
to the buffer limit. Further, these extra drops must be true
negative predictions since we have already removed positive
predictions from our arrival sequences (i.e., we assume at most
all the positive predictions have be dropped). Additionally,
since the extra drops are true negative predictions, it implies
that LQD transmits those packets but although our prediction
is true, we incur additional drop due to the buffer limit. For
each false negative, there can be at most one drop in a single
timeslot for up to N−1 distinct timeslots such drops that LQD
accepts and transmits those packets but FollowLQD drops
them. Beyond N−1 drops, there can only be at most 1 other
drop upon which the existence of an additional packet (false
negative) in FollowLQD’s buffer would be nullified. This is
since, during the initial N− 1 drops, FollowLQD could not
accept the incoming packet but after the transmission phase,
the queues having false negative predictions decrement their
size by 1. This leaves at least N − 1 packets free space in
FollowLQD after N − 1 drops and LQD also has the same
remaining space after those extra N−1 accepted by LQD are
also transmitted. At this time, both LQD and FollowLQD have
the same remaining space and they also transmit the same
number of packets in each timeslot. One additional drop by
FollowLQD corresponding to a false negative is still possible
due the thresholds i.e., if there exists a packet arrival to the

queue having false negative, the incoming packet is dropped
since the existence of false negatives implies that the queue
length is large than the threshold. As a result, there are at most
N drops by FollowLQD for each false negative prediction.

The proof follows by the above two arguments.

For completeness, although well-known in the literature,
we define accuracy, precision, recall and f1 score below (used
in Figure 15 in §4).

Accuracy=
φ′T P+φ′T N

φ′T P+φ′T N+φ′FP+φ′FN

Precision=
φ′T P

φ′T P+φ′FP

Recall=
φ′T P

φ′T P+φ′FN

F1 score=
2·φ′T P

2·φ′T P+φ′FP+φ′FN

D Additional Results
In this section, we present additional results from our
evaluations. Figures 11, 12, 13 present the CDF of flow
completion times for each experiment in our evaluations (§4),
showing the complete performance profile of each algorithm.

Figure 14 presents our numerical results based on a custom
simulator in discrete time. Note that Figure 14 shows the
throughput ratio of an algorithm vs LQD. We perform this
experiment using custom simulator in order to fully control
the prediction error (artificially).

We generate large bursts of the size of the total buffer,
where each such burst arrives according to a poisson process
(which is fixed in subsequent runs). We then collect a trace
of per-packet drop (or accept) trace using LQD as the buffer
sharing algorithm. This trace serves as the ground-truth as well
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Figure 14: As the probability of false predictions increases,
CREDENCE’s throughput compared to LQD (push-out) i.e.,
the ratio LQD

ALG increases from 1 to 2.9 (lower values are better).
CREDENCE performs significantly better than DT even when
the probability of false predictions is as high as 0.7.

as the case for perfect predictions for CREDENCE. We then
run CREDENCE over the same packet arrival sequence from
above, and use the drop trace of LQD as predictions. With full
access to this trace i.e., perfect predictions case, CREDENCE
performs exactly as LQD as expected. However, in order to
study the performance of CREDENCE with increasing error, in
a controlled manner, we flip each packet drop (or accept) from
our LQD’s drop trace i.e., each flip becomes a false prediction.
We control the error via the flipping probability i.e., the false
prediction rate. We observe from Figure 14 that CREDENCE
degrade in throughput as the probability of false predictions
increases i.e., as the prediction error increases. However, even
at as high as 0.7 probability of false predictions, CREDENCE
still out-performs DT.

In Figure 15, we present our results obtained from a
parameter sweep across the number of trees used for random
forest model vs prediction scores.
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Figure 15: The quality of our predictions does not improve
significantly beyond 4 trees in our random forest classifier.


	Introduction
	Motivation
	Buffer Sharing from Online Perspective
	Drawbacks of Traditional Approaches
	Predictions: A Hope for Competitiveness
	Prediction Model
	Common Pitfalls


	Prediction-Augmented Buffer Sharing
	Overview
	Credence
	Properties of Credence
	Practicality of Credence

	Evaluation
	Setup
	Results

	Related Work
	Future Research Directions
	Systems for In-Network Predictions
	Theory for Performance Guarantees

	Conclusion
	Model and Definitions
	FollowLQD: A Deterministic Algorithm
	Buffer Sharing Algorithms with Predictions
	Additional Results

